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The acoustic second-mode instability predicted by linear stability theory is compared with direct numerical
simulation for a hypersonic flow over various porous walls. The damping effect of the micropores on the second mode
is shown by comparison of the two different approaches. In addition to investigating the effect of pore size, the
influence of the pore shape is studied by using spanwise grooves and cylindrical pores. Specifically, the comparability
of different pore shapes by two definitions of hydraulic diameter is analyzed. The influence of rarefied gas behavior of
the flow inside the pores is also investigated by comparing a slip boundary condition with finite Knudsen numbers
with a nonslip boundary condition for different radii and pore depths.

Nomenclature

admittance; area

thermal admittance
groove half-width

pore circumference
stretching factor

mean molecular velocity
pore depth

hydraulic diameter

= Bessel functions of the first kind
Knudsen number

plate dimensions

Mach number

porosity

number of pores/grooves per wavelength
Prandtl number

= flow/material quantity

gas constant

pore radius

surface

temperature

time

velocity in x-, y-, and z-directions
volume

groove width

coordinates

characteristic impedance
wave numbers

spatial growth rate

ratio of specific heats
displacement thickness
coordinate of pore bottom
thermal conductivity

A = propagation constant
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n = nondimensional wall-normal coordinate; viscosity
0 = density

10} = frequency

w; = temporal growth rate
Indices

i = imaginary part

l = limit value

p = pore

r = real part

w = wall quantity
Superscripts

= Dbase flow quantity
disturbance flow quantity
= eigenfunction

1. Introduction

YPERSONIC laminar flow control for delayed laminar-

turbulent transition is of high importance for reentry vehicles
because early transition results in an increase in the heat transfer by
factors between 3 and 8, resulting in a cost and weight increase of
thermal protection systems [1,2]. A lot of different strategies are used
to delay or prevent the transition process. Classical flow-control
strategy began with natural laminar flow, which has been applied
since the 1930s and implies delaying transition by modifying the
body shape. By contrast, active laminar flow control (LFC), which
started around the same time, uses suction or wall cooling/heating to
influence the boundary-layer instability modes [3]. In the present
work, the manipulation of the transition is performed in a passive
way, which usually provides a lower cost compared with active
systems. Also, the hypersonic environmental conditions make the
use of active LFC more difficult than in other flight regimes.

In this paper, the manipulation of the transition is performed by the
use of porous surfaces to influence the growth of the second mode.
The second mode, or so-called Mack mode [4], is the dominant mode
for the transition process at hypersonic Mach numbers.

In an early work, Fedorov et al. [5] have theoretically shown, by
linear stability theory (LST), a strong stabilization effect of the
second mode by a passive porous surface, which partially dissipates
disturbance energy inside the pores. Using an analytical model of
flow within blind, thin pores, typically with about 10-20 pores per
wavelength of the Mack modes and a porosity about 25%, the growth
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rate reduction is predicted to be a factor of 2 [5]. Experiments of
Rasheed et al. [6] on a 5 deg half-angle sharp cone (M, ~ 5-6) fitted
with micropores confirmed the theoretical prediction. Continuation
activities, theoretical as well as experimental, around the working
group of Fedorov have demonstrated robustness of this laminar
flow control concept [7-16]. Direct numerical simulation (DNS)
confirmed the results of the LST; Egorov et al. [17] carried out the
first two-dimensional (2-D) DNS using, as a theoretical model, the
porous surface boundary conditions formulation of Federov et al.
[5,8,9]. Bres et al. [18-20], Liideke et al. [21], Wartemann et al. [22],
and Wartemann and Liideke [23] have shown 2-D simulations with
resolved pores. A study of the effect by DNS with a three-
dimensional pore flow was first presented by Sandham and Liideke
[24]. The final breakdown to turbulence was studied in De Tullio and
Sandham [25], showing that the stabilizing effect of passive porous
walls continues for the nonlinear stages of transition.

In this paper, two simulation techniques are used; DNS, by a
fourth-order finite difference version of the DLR FLOWer code,
which is used to provide full Navier—Stokes solutions of the
boundary-layer flow over the surface as well as inside the pores, was
compared with two different linear stability codes: the spatial DLR
nonlocal transition analysis (NOLOT) code and the spatial/temporal
linear stability code of the University of the Southampton (SLST).
Detailed investigations show good agreement between the two
different approaches [22,23]. The actual calculations show the
influence of pore shape using cylindrical pores and spanwise grooves
(Section III). In particular, the accuracy of two different defined
hydraulic diameters is studied.

Section IV of the present paper investigates the influence of
rarefied gases inside the pores modeled by slip boundary conditions
at finite Knudsen number Kn, which is the ratio of characteristic
length scales. As shown by Maslov et al. [7], the flow inside the pores
cannot always be treated as a continuum because the mean free path
of the fluid particles inside the cavities has a significant value in
comparison with the microscopic pore diameter, so generally the
Knudsen number, based on this diameter, is no longer small. Within
the present study, the influence of the slip boundary condition at
different Knudsen numbers in comparison with the nonslip boundary
condition calculated by DNS and LST is shown.

Overall, good agreement of both methods (LST and DNS) is
demonstrated for a Mach 6 boundary layer flow over different
porous walls.

II. Numerical Methods
A. Linear Stability Theory
1. NOLOT

The NOLOT code [26], which is a spatial linear stability code, was
developed in cooperation between DLR and Swedish Defence
Research Agency and can be used for local as well as nonlocal
analyses. In this work, the local linear spatial approach is used, which
is a subset of the nonlocal stability equations. The equations are
derived from the equations of conservation of mass, momentum, and
energy, which govern the flow of a viscous, compressible, ideal gas,
formulated in primitive variables. All dimensions of this section are
normalized with the displacement thickness §*, whereas the
dimensionless flow quantities are normalized by the values at the
boundary layer edge. The flow and material quantities are
decomposed into a steady laminar basic flow g and an unsteady
disturbance flow ¢

q(x.y.z.0) = q(x.y) + q(x.y.2.1) €9)

The disturbance ¢ is represented as a harmonic wave
q(x.y.z.1) = q(x. y) expli(ax + pz — wi)] 2
with the complex-valued amplitude function g. In the following
expression, the hat over a variable denotes an amplitude function.

Because NOLOT is a spatial code, the wavenumbers « and § are
complex quantities, and the frequency w is a real value. —¢; is the

spatial growth rate, which is the quantity of primary interest. The
boundary conditions in NOLOT for a smooth wall (at y = 0) are

Gy D W Ty =0 3)

The NOLOT code is validated with the help of several test cases
against published results, including DNS, parabolized stability
equations, multiple scales methods, and LST. A good summary of the
validation is given by Hein et al. [26]. For the treatment of porous
surfaces with nonslip and slip walls inside the pores, additional
boundary conditions were implemented. The validation of the
nonslip boundary condition and of the slip boundary condition is
given in Wartemann et al. [22] and Wartemann and Liideke [23],
respectively. Boundary conditions for porous walls are taken from
Maslov et al. [7] and Koslov et al. [27]; a complete derivation can be
found in these references. They are given by

A

T, =Bp, @

u w» ﬁ)w = 07 ﬁw = Ai)w?
where a subscript w denotes the value at the wall. Section IIL.B of this
work shows that the thermal admittance B has a marginal effect
(<0.5%), which is also described in Fedorov et al. [5]. It is
consequently neglected in the rest of the present work. The
admittance A is calculated by

A =" tanh(md) )

Zy

The investigated pores are equally spaced, blind pores with a depth d
and the porosity n. The characteristic impedance Z, and the
propagation constant m are

. 2 ioM+\/pC )
T Tmyr, " T T, ©

where the dimensionless complex dynamic density p and dynamic
compressibility C are expressed as

1

ﬁ =
The function F and the propagation constant A depend on the pore
shape. In this study, two different pore shapes for the formulations
inside the NOLOT code are used: cylindrical pores:

_ 20N

VAT

®)

where J;, and J; are Bessel functions of the argument A and A, where

A=r “‘l’f‘), A = AVPr ©9)

and spanwise grooves:

tan A

F(A) =

A=b [P A =AVPr (11)
7

where r is the pore radius, and b the spanwise groove half-width. @
represents the dimensionless angular frequency.

Because of the fact that, inside pores with a small radius r, the
mean free path A of the molecules becomes comparable to the
relevant length scales of the shear layer, the flow cannot always be
treated by a continuum approach [7]. By using a slip boundary
condition, the function F' depends on additional factors, as shown

10)

with
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in the following equations for the spanwise grooves boundary
condition:

tan A

F(A,,Kn,A) =
(A, Kn, A) A[l — KnA, A tan A]

12)

The Knudsen number is defined as

_ A
" pcb

Kn 13)

where p is the dynamic viscosity, p is the density, ¢ = \/8RT /7 is
the mean molecular velocity with the gas constant R, and 7 is the gas
temperature. The dimensionless factors A, and A, are outcomes of
the gas kinetic theory. They are a measure of the interaction of gas
molecules with the wall [28]. A, and A, can be expressed in terms of
the molecular tangential impulse and the energy accommodation
coefficients ¢, and ,:

A, =o' —0.5, A, =2y(a;' —0.5)/(y + 1) (14)
In this paper, the accommodation coefficients for LST as well as for
the DNS are set to «, = o, = 0.9, which is taken from Maslov et al.
[7] and Koslov et al. [27]. A detailed description of these Knudsen
boundary conditions are given in Koslov et al. [27]. A more general
form of these conditions can be found in Patterson [29].

It has to be pointed out that these boundary conditions just include
the absorptive effect of the porous layer without taking into account
any roughness effects of the pores. Nevertheless, the influence of the
acoustic absorption on the first modes can also be investigated by this
approach.

2. Southampton SLST Code

The linear stability code of the University of Southampton can be
used for temporal as well as spatial analyses in contrast to the solely
spatial treatment in NOLOT. The code solves the linear stability
system of equations for the growth of small disturbances
superimposed on the prescribed base flow [4].

The results presented here are based on a derivation from the
conservative Navier—Stokes equations. The wave functions are the
same as described in Eq. (2). If the code is used as a temporal stability
solver for comparison with temporal DNS, the wavenumbers « and
are real quantities, and the frequency w is a complex value. The
imaginary part w; is the growth rate, which is finally the quantity of
interest. A direct matrix solution method is used, with derivatives
computed by a mapped Chebyshev method using a minimum of 150
collocation points. The code was validated by comparison with a
number of sources in the literature, including Malik [30]. The
integrated nonslip boundary-condition formulation for porous walls
with cylindrical pores is described in Section IL.A.1.

B. Direct Numerical Simulation with FLOWer

For DNS calculations, a high-order variant of the DLR FLOWer
code is used. The basic FLOWer code solves the compressible
Reynolds-averaged Navier—Stokes equations, written in the
conservative form, for a perfect gas flow on block-structured grids
with second-order finite-volume techniques and cell-centered or cell
vertex variables. The high-order version uses fourth-order central

: =slele
YTZ..,“ lolele

X Y

differencing based on implicit compact finite differences in a
cell-centered formulation, stabilized by high-order compact filters,
applied at the end of each time step [31]. The DNS is initialized by an
artificial disturbance at ¢ = 0, from which the eigenmode is allowed
to develop naturally within the time-accurate calculation. The initial
disturbance, which is applied for nonslip as well as for the slip
boundary conditions, is an analytical approximation of a second-
mode eigenfunction and is expressed as

v =0.0001 exp[—4(y — 0.8)?] sin(27zx/L,) (15)

The calculations use a periodic boundary condition in the x-
direction. A nonslip wall with temperature set to the wall temperature
of the base flow is applied at y = 0 and on surfaces within pores. At
the outer boundary, characteristic conditions are used.

The influence of the Knudsen layer is taken into account as an
additional boundary condition. In a first-order approximation, the
boundary conditions for a small, finite Knudsen number are

auy=akn(2), ar, =axn(2T) a6
or ar

with Au,, and AT, as fluid-velocity and temperature jump at the
surface, where Au,, is set as new wall velocity due to the nonslip
condition at the bottom of the Knudsen layer, and AT, is added to the
adiabatic wall temperature. du/dr and 0T /dr are the wall-normal
derivatives. The definition of the Knudsen number and the factors A
were given in Section ILA.1.

The pores are described as rectangular cavities in a way that the
grids match at the interface, removing interpolation as a possible
source of error. For this study, the simulations for the DNS were
performed in 2-D. Thus, the pores are reduced to spanwise grooves
with parallel sides, which are shown in Fig. 1. The given number of
pores/grooves in this paper are the number of pores/grooves per
wavelength.

C. Introduction of the Gaster Transformation

Because of the fact that the NOLOT LST code is a spatial code,
whereas DNS uses a temporal approach for mode-development, a
transformation for the comparison of the growth rate is necessary,
which is the well-known Gaster transformation [4]:

wi,lemporal = _ai.spatial Cgr (17)

where w; is the temporal growth rate, —c; is the spatial growth rate,
and c,, is the group velocity:

ow,
=g (18)

The Gaster transformation is an approximation that is valid for small
growth rates. Within the approximation, the real part of the frequency
and the real part of the wave number of the spatial wave are the same
as for the temporal wave.

D. Introduction of the Hydraulic Diameter

The hydraulic diameter approach provides a possibility to
compare different pore shapes. Different formulations for this
quantity will be used. The first formulation, called the hydraulic tube

2-D grooves

Fig. 1 Pore modeling.
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diameter, is a common term to handle flow in noncircular open tubes
and channels [32]:

4A
d =7 19
h.tube c ( )

where A, is, in the present notation, the pore area, and C is the
circumference. The second hydraulic diameter, called the hydraulic
wetted diameter, comes from the theory of fluid flow through porous,
packed beds [33]. The definition of this hydraulic diameter is

vV

e = 5 (20)
wet

where V, is the volume of the pore, and S, is the wetted surface
area, which, for pores, includes the pore bottom. The difference
between these two diameters is, essentially, that, for the hydraulic
tube diameter, the pore bottom is omitted, whereas it is included in
the hydraulic wetted diameter, as demonstrated in the following
equations, which show the derivations of the two hydraulic diameters
for spanwise grooves with the depth d, width w, and spanwise length
a:

4A, dwa

d =—r=_""" ‘7% 21
h.tube,groove C 2(a + w) — 2w ( )
d v, wad
hwet.groove ™= Swet " wa + 2wd + 2ad
_ wad 1 uz)oo 1
wad (1/d) +[1/Q2a)] + [1/2Qw)] ~ (1/d) +[1/Q2w)]

(22)

The resulting effect of the diameter differences is shown in the next
section.

III. Comparison of Different Pore Shapes by Using
Two Different Hydraulic Diameters

This section compares different pore shapes using cylindrical
pores and spanwise grooves. In particular, the accuracy of the
different definitions of hydraulic diameters is demonstrated. All
results in this section are nonslip results.

A. Grids and Flow Conditions

The basic flow parameters of the compressible Blasius flow for the
studied porous wall cases and, for completeness, for a smooth wall
case are M, = 6 at a Reynolds number of Re = 2 x 10*, a Prandtl
number of Pr = (.72, and a ratio of specific heats ratio of y = 1.4.
The viscosity u is prescribed by Sutherland’s law with a constant of
110.4 K and a reference temperature of 216.65 K, leading to an
adiabatic wall temperature of 1522.44 K.

For the wall-normal grid distribution, a stretching function is used,
which places most points near the wall in an analytical way

0.05
r smooth wall
I - — — — porous wall: without B 4
0.04 wth rate:
[ - 0.0371
0.03F
g [ | temporal SLST results
0.02F
[ /
L /
0.01F ’
r v h
L T "‘—‘ 1 1 ‘:
%05 1 15 3
o
a)

b)
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_ 1, Sinh(en) 23)

> sinhc¢
where n,, < n < 1, and c and n,, are chosen iteratively near to a target
c¢ such that y(n,,) = —d, with the pore depth d and an integer number
of grid cells within the pore. The pore depth and all coordinates are
normalized by the displacement thickness. The DNS calculations of
the pores were performed as 2-D spanwise grooves with parallel side
walls. The porosity n for all cases is 0.25.

B. LST Results

For the following detailed comparison of both approaches (LST
and DNS), the maximum growth rate of the second mode has to be
found because the highest damping effect is expected for this value.
With the LST, a fast method is provided to calculate the whole
spectrum of amplified growth rates, as given in Fig. 2, for a smooth
and a porous wall. The SLST code is used here in the temporal mode
to provide comparability with the DNS; thus, the temporal growth
rate w; is plotted as a function of the wave number « for the SLST
code (Fig. 2a), whereas, for the spatial NOLOT code, the growth rate
in the diagram is —; as a function of the real part of the wave number
«, (Fig. 2b). The dashed lines in Fig. 2 show the spectrum for a
porous wall with pore depth 1. For this case, the hydraulic tube
diameter is 0.09375, corresponding to 16 grooves for the DNS
calculation in the following section. The spatial stability diagram
shows a maximum growth rate ; of 0.003 for the first mode of the
smooth wall boundary layer, marked as solid line. Because of the fact
that the chosen pores are small enough, the absorption effect on the
first mode generates only a slight increase for the porous wall. As
expected, the most unstable mode is the second mode, with a
maximum spatial growth rate of 0.0453 at a wave number of
a, = 2.2. The figure demonstrates the reduction of the second mode
amplitude due to the pore effect of absorbing parts of the disturbance
energy. With the chosen wall porosity, the maximum growth rate is
reduced by 42% in comparison with the smooth wall case for both
codes (the temporal SLST code as well as the spatial NOLOT code).
By using the Gaster transformation, a maximum temporal growth
rate of 0.0372 can be calculated from spatial results. The maximum
value predicted by the temporal SLST code is marginally smaller.
The relative difference between SLST and NOLOT is less than 0.5%,
as shown in Fig. 2.

A direct comparison of NOLOT with the SLST code in spatial
mode without using Gaster transformation results in a relative
difference of less than 0.05%. These results, including a description
of influences of the Navier—Stokes equation formulation in the codes,
were given in Wartemann et al. [22].

The dashed line in Fig. 2b shows the LST result without thermal
admittance B [see Eq. (4)]. As suggested by Maslov et al. [7],
neglecting the thermal admittance is possible without any significant
loss of accuracy. The relative difference of the porous wall damping
between the results with and without thermal admittance in Fig. 2b
has a maximum below 0.5%; thus, the thermal admittance is
neglected.

0.05 e R S
J0.0372

porous wall: with B
0.04 [ - = — — porous wall: without B

0.03f

[ | spatial NOLOT results
0.02f
/
0.01F /

Fig. 2 Stability diagrams calculated by LST, where B is the thermal admittance: a) temporal SLST results and b) spatial NOLOT results.
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Another effect, visible in Fig. 2, is a shift in the wave number for
the respective cases with and without wall porosity. To keep the
following DNS calculations comparable, a fixed wave number o of
2.094, shown by the vertical lines near the second mode maximum, is
chosen for all the following test cases.

C. Comparison of DNS with LST Results for Cylindrical Pores by
Using the Hydraulic Tube Diameter

The first comparison of DNS with LST data includes 2-D DNS
calculations, representing the pores as spanwise grooves with
parallel sides. The LST calculations are performed with a boundary
condition suitable for cylindrical pores, as defined in Eqgs. (8) and (9).
Consequently, comparisons are carried out by using the hydraulic
diameter. In this section, the hydraulic tube diameter, as defined in
Section IL.D, is used. The calculations for the DNS are performed for
eight and 16 pores per wavelength, which leads to a hydraulic tube
diameter of 0.1875 for eight pores and 0.09375 for 16 pores. Also, the
pore depth is varied, where the chosen end value for the pore depth
depends on the chosen hydraulic diameter (this relation will be
explained in the following paragraphs). Figure 3 shows the results of
this comparison: Fig. 3a for eight pores and Fig. 3b for 16 pores. In
comparison of previously published work by Sandham and Liideke
[24], an error in the SLST implementation of the porous wall
boundary condition has been corrected, with a small improvement in
the agreement with DNS results.

In both cases, an oscillatory behavior of the growth rate with the
pore depth is visible as well as a limiting value for increasing depth.
In the following paragraphs, the pore depth for which the difference
of growth rate compares to the limiting value is < 2% is denoted as
the depth limit d; with a corresponding growth rate w; ;. Both LST
results, marked by circles, show very good agreement with each
other; hence, LST values are given for only one LST code, which is
NOLOT. For the test case with eight pores, the growth rate w; ; has a
value of 0.0176 at a depth limit of 1.05, and, for 16 pores, the growth
rate w;; is 0.0231 at a depth limit of 0.4 taken from LST results.
Fedorov etal. [5] described, for a similar test case, that a pore depth of
about five diameters calculated by LST is sufficient for an
appropriate damping rate, which corresponds well with our results.
The approximate depth limit of the growth rates are extracted from
Fig. 3 and are listed in Table 1. For comparison with Fedorov et al.’s
definition, the third column shows 5d,,. It can be seen that the values
of the depth limits are within the same range. Finally, the percentage
growth rates w; ; are expressed in Table 1 in relation to the smooth

0.05 [T

|

0.04F

—=6—— LST-NOLOT
- -G — LST-SLST

a)

1285

wall case. With an increasing pore diameter, the damping effect
becomes stronger, so for eight pores the growth rates are smaller than
for 16 pores. The growth rates w; ; calculated by DNS and LST show,
for both cases, maximum differences below 5%. The trend of the
functions in Fig. 3 is identical. The visible deviations at the extreme
values of these functions between DNS and LST are attributed to the
definition of the hydraulic tube diameter, as shown in the next
section.

D. Comparison of DNS and LST by Using a Split
Boundary Condition

In this section, the same test cases with eight and 16 pores are
investigated, but the 2-D spanwive groove DNS calculations are
compared with LST calculations with a boundary condition for
grooves instead of cylindrical pores, as defined in Eqs. (10) and (11).
Consequently, the comparison (Fig. 4, solid lines) is carried out
without using the hydraulic diameter approach. In this section, only
LST results from NOLOT are shown. For a better comparison, the
LST results from the preceding section (calculated with the hydraulic
tube diameter) are illustrated in Fig. 4 by dashed lines, where the
temporal growth rate as a function of the pore depth is shown. In both
cases, a better agreement between LST and DNS is visible by using
the groove shape for the LST boundary condition instead of the
cylindrical pore approach in combination with the hydraulic tube
diameter, particularly at the extrema. For example, for a pore depth of
0.3 with eight pores, the relative difference between DNS and LST is
reduced from about 23% down to 1%. For the growth rates w; ;, an
even better agreement is reached. The relative difference in both
cases is below 2%, which is a good agreement for the two completely
different approaches.

E. Comparison of DNS with LST Results for Cylindrical Pores by
Using the Hydraulic Wetted Diameter

Because of the differences between DNS and LST resulting from
the use of the hydraulic tube diameter (see Fig. 4), another definition
of the hydraulic diameter is investigated to compare different pore
shapes. The same test cases with eight pores are investigated, but,
now, the LST calculations with a cylindrical pore boundary condition
use the hydraulic wetted diameter from Eq. (20) (instead of the
hydraulic tube diameter) for comparisons with 2-D DNS. In Fig. 5,
DNS results are marked as square symbols and LST by circles. For a
better comparison, the LST calculations using the hydraulic tube
diameter are shown by a dashed line. It is clear that differences at the

0.05 ————————T—————
0.04f
¥
0.03}
g [
0.02f
—O6—— LST-SLST ]
0.01 - -G — LST-NOLOT H
—=—— DNS ]
0"“|“‘|“‘|“"
0 0.2 0.4 0.6 0.8
d
b)

Fig. 3 Variation of the pore depth; comparison of DNS with LST by hydraulic tube diameter: a) eight pores and b) 16 pores.

Table 1 Comparison of DNS with LST by hydraulic tube diameter

Number of pores Method Five pore diameters

Limit-pore depth  Limit-growth rate

Limit-growth rate

n, - 5d, d, o w;;, % of smooth wall case
8 DNS 0.93750 1.00 0.0175 52.4%
8 LST 0.93750 1.05 0.0176 52.2%
16 DNS 0.46875 0.35 0.0245 73.4%
16 LST 0.46875 0.40 0.0231 68.5%
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0.05 17T T T T
z =)
0.04 ]
" — =G — LST - hydr. tube diameter
o ——8—— LST - without hydr. diameter ]
0.03 .
g [
0.02f
0.01F
ol it v v 1]
0 02 04 06 08 1 1.2
d
a)

1.4

0.05 11—

[ — =G — LST - hydr. tube diameter
0.01F —+&—— LST - without hydr. diameter
[ —=—— DNS

0 0.2 0.4 0.6 0.8

o

b)

Fig. 4 Variation of the groove depth; comparison of DNS with LST without using hydraulic tube diameter: a) eight grooves and b) 16 grooves.

0.05 T
: |
0.04 - 1
qi — =G — LST - hydr. tube diameter ]
0.03fF ——6—— LST - hydr. wetted diameter ]
g [ ]
0.02 - a
[ R &5 " 0ees £
001 ]
ol ]
0 02 04 06 08 1 12 14
d

Fig. 5 Variation of the pore depth; comparison of DNS with LST using
two different defined hydraulic diameters: eight pores.

extrema are significantly reduced by using the new formulation. One
reason for the better agreement is the appearance of the pore depth in
the formulation of the hydraulic wetted diameter, whereas, for the
hydraulic tube diameter, no pore depth appears [see Egs. (21) and
(22)]. As a concluding remark, the hydraulic wetted diameter
supplies reasonable results for all cases, whereas the hydraulic tube
diameter is only a good approach for deep pores.

IV. Slip Boundary Condition

In this section, the necessity of a slip boundary condition is
investigated. Two-dimensional DNS calculations are compared with
LST results, calculated by a spanwise groove boundary condition.
The freestream conditions, chosen wave numbers, and grids are all
the same as in preceding sections. For the first detailed comparison
(Sections IV.A and IV.B), two different Knudsen numbers of 0.1 and
0.2 were chosen, deliberately selected from planned wind tunnel
conditions of tests at DLR facilities, using cones with porous
surfaces. The wind tunnel conditions corresponding to flight
altitudes between 28 km to 33 km, where the Knudsen number
calculated by Eq. (13) (Kn = 411/ (pcb)) is less than 0.1, used the
planned pore diameter for the experiments as reference length b. For
the first case (Section IV.A) the artificial Knudsen number is set to
0.2. The groove half-width b is 0.0234375, corresponding to 16
grooves for the DNS, and a groove depth d of 1.0 is chosen. The
groove half-width of the second case (Section IV.B) is, with

Table 2 Overview of test cases with finite Knudsen number of

Sections IV.A and IV.B
Boundary Number of Groove Groove
condition grooves  half-width b  depth d
Smooth wall - 0 0 0
Porous wall ~ Nonslip 16 0.0234375 1.0

Porous wall ~ Slip at Kn = 0.2 16 0.0234375 1.0
Porous wall ~ Nonslip 8 0.0468750 1.5
Porous wall ~ Slip at Kn = 0.1 8 0.0468750 1.5

0.046875, twice as large as that of the first test case and corresponds
to eight grooves for the DNS. To provide consistency in the Knudsen
number for both pore widths, for the second case, with a doubled
width, the Knudsen number is reduced to 0.1 [see Eq. (13)]. For this
case, a groove depth of 1.5 is chosen. The selected depths are in the
range of the respective depth limit (see Fig. 4). An overview of the
simulated test cases of Sections IV.A and [V.B, including the smooth
wall case with d =0, is shown in Table 2. In Section IV.C, the
influence of the groove depth for eight grooves and a Knudsen
number of 0.1 is shown. In Section IV.D, the Knudsen number is
varied from 0O to 0.4 for eight and 16 grooves. For the purposes of this
study, the Knudsen number is varied independently of the groove
width.

A. Test Cases with 16 Grooves at Kn = 0.2

In this subsection, a detailed overview of the test cases with 16
grooves at a Knudsen number of 0.2 and a groove depth of 1 is given.

1. Mack Mode Development: DNS Results

Figure 6 shows wall-normal velocity contours from DNS for Mack
modes developing on a smooth surface in comparison with porous
surfaces. In Fig. 6a, the normal velocity in a boundary layer over a
smooth wall is plotted, whereas Figs. 6b and 6¢c demonstrate the
reduction of the Mack mode amplitude at the same time. As is visible
by comparing the legends of the figures, the values with grooves are
smaller. For the case with a slip boundary condition at Kn = 0.2
(right), an additional reduction is visible by comparing the maximum
vales in the legends with the nonslip boundary condition (middle).
The flow over the grooves using the slip boundary condition is
comparable with a nonslip boundary condition with an increased
diameter. This behavior results from a finite velocity at the pore walls
for nonzero Knudsen numbers, generating a velocity profile in the
pore cross section equivalent with those of larger tubes but nonslip
walls. So, practically, the grooves are widened for the instabilities,
which results in an increasing damping effect, taking the Knudsen
number into account, as described by Maslov et al. [7].

2. Comparison of Eigenfunctions from LST and DNS

As already pointed out, both codes provide essentially different
approaches, so the comparability of the eigenfunctions has to be
shown explicitly. This is done in Fig. 7 for smooth wall (Fig. 7a),
porous surface (Fig. 7b), and the additional consideration of the
Knudsen layer (Fig. 7c). The eigenfunctions compare well, though
for the slip boundary condition in Fig. 7c, differences in the second
maximum are visible.

3. Comparison of LST with DNS: Growth Rates

Figure 8 shows the development of the natural logarithm of the
root mean square v perturbation, integrated in the y-direction. As the
DNS simulation proceeds over a number of time steps, the unstable
mode has emerged from the rough initial approximation and grows
strongly over the remainder of the simulation. The growth rates are
extracted from the slopes of the lines. In all cases, DNS predicts
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Fig. 6 DNS (contours of v): a) Mack mode developing above a smooth wall, b) a porous surface with nonslip boundary condition, and c) slip boundary

condition at Kn = (.2 at the same time.

and c) slip boundary condition at Kn = 0.2.
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Fig. 7 Comparison of the amplitude functions (16 grooves) groove depth d = 1.0: a) smooth wall, b) porous surface with nonslip boundary condition,
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Fig. 8 DNS values of disturbance amplitude and LST growth rates for 16 grooves (groove depthd = 1.0): a) smooth wall, b) porous surface with nonslip

boundary condition, and (c) slip boundary condition at Kn = 0.2.

slightly lower growth rates than LST and, thus, a higher damping. For
a better comparison of the damping, Table 3 shows the percentage
values related to the growth rate of the smooth wall case and to the
porous wall case with a nonslip boundary condition. A significant
additional damping effect, resulting from the modeling of the
Knudsen layer, is visible for both prediction methods; the damping,
expressed in relation to the porous wall with a nonslip boundary
condition, is 9.1% for the DNS and 8.3% for the LST calculations.

B. Test Cases with Eight Grooves at Kn = 0.1

The next test cases are performed with eight grooves, resulting in a
doubled half-width compared with the former ones with 16 grooves,
and a groove depth of 1.5. For this case, the Knudsen number was
reduced to 0.1, half the size of the previous 16 groove geometry
(Kn = 4p/(pcb)).

The amplitude growth rates are illustrated in Fig. 9, including the
smooth wall case from Fig. 9 for a better visual comparison of the
slope. For the same reason, the previous test cases are added in light
gray in the diagrams. As in the previous test cases, the predicted

Table 3 Comparison of the damping effect for 16 grooves and
groove depthd = 1.0

Boundary w;, % of smooth w;, % of porous
condition wall case nonslip wall case
DNS  Nonslip 74.0 -
LST Nonslip 75.4 -
DNS  SlipKn=0.2 67.2 90.9
LST SlipKkn=0.2 69.1 91.7

Table 4 Comparison of the damping effect for eight grooves and
groove depthd = 1.5

Boundary w;, % of smooth w;, % of porous
condition wall case nonslip wall case
DNS  Nonslip 52.9 -
LST Nonslip 54.4 -
DNS  Slip Kn =0.1 50.4 95.3
LST  SlipKn=0.1 524 96.4
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Fig. 10 Variation of the groove depth (eight grooves); comparison of
nonslip/slip boundary conditions.

growth rates are slightly larger for LST than for DNS calculations.
Because of the larger diameter, the damping effect is larger for eight
grooves than for 16 (compare Tables 3 and 4). The additional
damping effect of the slip boundary condition is naturally lower for
the smaller Knudsen number but still visible for both prediction
methods.

C. Influence of the Groove Depth

For comparison of the nonslip boundary condition with the slip
condition, a detailed study of the influence of the groove depth is
carried out, including the same eight groove test cases. The result in
Fig. 10 shows the growth rate as a function of the groove depth for
eight grooves.

By modeling the Knudsen layer, the groove depth has a stronger
effect for all cases because of the effectively larger groove width, as
already described. With the effectively widened grooves, the
transient oscillation behavior, which is visible, for example, in the
shifts of the first minima and second maxima, changes and,
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Fig. 11

consequently, the limit-groove depth increases, as already described.
Here, the limit-groove depth is increased from 1.0 to 1.1 for LST as
well as for DNS.

D. Examination of the Impact of Slip Boundary Conditions

In addition to the verification of the slip boundary condition in
both codes, it is necessary to investigate the physical impact of the
slip boundary condition at different Knudsen numbers. Thus, in this
section, the Knudsen number is varied between 0 to 0.4 for both
previous test cases with eight grooves and 16 grooves. For the
purposes of this study, the Knudsen number is varied independently
of the groove width. This is equivalent to using a fixed reference
length other than the groove width in Eq. (13); otherwise, there would
be an inconsistency when cases with a different number of grooves
are used per wavelength of the instability. A fixed groove depth is set
with 1.5 for eight grooves and 1.0 for the 16 groove cases, so the
limit-groove depth is reached for all cases, as shown in the preceding
section.

Figure 11 shows the growth rate as a function of the Knudsen
number (Fig. 11a for eight grooves and Fig. 11b for 16 grooves).
Results from the smooth test cases are included in the diagram for a
better appraisement of the Knudsen number effect. In both diagrams,
an additional damping effect is visible, which is stronger for 16
grooves than for eight grooves. If linear functions are used to fit the
averaged gradients, the slope of the function for 16 grooves from LST
is around twice as large as for eight grooves. The reason for this
behavior is found by the initial damping of the grooves; with 16
grooves, the initial damping effect expressed in relation to the smooth
wall case without rarefied gas influences is 75.4% (LST), whereas,
for eight grooves, the initial damping effect is about 54.4% (LST). As
aresult, the additional damping of slip boundary conditions depends
strongly on the initial growth rate calculated by nonslip conditions.
For test cases with alow damping effect of the grooves and, thus, with
high initial growth rates, the effect of the Knudsen number on the
result is found to be significant.
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Variation of the Knudsen number: a) eight grooves and b) 16 grooves.



Downloaded by UNIVERSITY OF MICHIGAN on March 8, 2013 | http://arc.aiaa.org | DOI: 10.2514/1.J051355

WARTEMANN, LUDEKE, AND SANDHAM 1289

V. Conclusions

In the present study, a second-mode stability analysis was
performed for a boundary layer flow at Mach 6 over different porous
walls. Two different approaches were compared successfully; DNS,
by a fourth-order finite difference code, which is used to provide
complete solutions, including the flow inside pores, was compared
with two different linear stability codes: the spatial NOLOT code and
the spatial/temporal SLST code. The trends of the predicted
functions for both methods are identical; the limit-pore depths are
nearly the same, and the small differences for the predicted growth
rate w; ; are less than 2%. The investigation shows influences of pore
shape (cylindrical pores and spanwise grooves). In particular, two
different hydraulic diameters are defined, and their applicability on
the present cases was investigated. It has been shown that the
hydraulic tube diameter approach can be used with good results only
for deep pores, particularly after reaching the defined limit-pore
depth. In case of pore depth below the limit-pore depth, differences
over 20% are possible. The hydraulic wetted diameter, on the other
hand, shows improved accuracy for all pore depths.

Additionally, the influence of the Knudsen boundary condition
was investigated for different pore diameters, depths, and Knudsen
numbers. The investigation of the slip boundary condition shows, for
all cases, an additional damping effect compared with the nonslip
approach, resulting from an effective increase of the pore diameter.
For test cases with a low damping effect of the pores and, thus, with
larger growth rates, the impact of the Knudsen number on the result is
found to be significant.
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